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What makes QRCD special?

Dataset Total number of Number of unique Average no.
questions paragraphs(passages) questions per passage

SQUAD1 100,000 23,215 4.31

QRCD (training split) 710 468 1.51

QRCD:
I Smaller size
I Less number of questions per passage

1SQuAD: 100,000+ Questions for Machine Comprehension of Text (Rajpurkar et al., EMNLP 2016)
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Typical model fine-tuning

Main architecture used:

Models within our experiments
I (1)Vanilla + CA:

Fine-tuning CAMELBERT-CA
I (2)Vanilla + MSA:

Fine-tuning CAMELBERT-MSA
I (3)NER:

Fine-tuning CAMELBERT-CA +
augmenting the model with information
about Quranic Named Entities (NEs)

I (4)Stemming:
Fine-tuning CAMELBERT-CA over
stemmed text using Farasa
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Error Analysis using question types
I Interrogative article ىتم،نيا،له،اذام،ام،فيك،مك،نم،اذامب،يأب،فيك،اذامل as a proxy for

reasoning needed to be done.

I Noticed high PRR scores for questions having the article اذام-له

.Good generalization? Not really!
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Examples of leakage between train/dev splits

Shared Answer Shared Passage Question
(Dev)

Question
(Train)

نألاإمهلوقناكام

انلرفغاانبراولاق

يفانفارسإوانبونذ

انمادقأتبثوانرمأ

موقلاىلعانرصناو

نيرفاكلا

باوثدرينمولاجؤماباتكللهانذإبلاإتومتنأسفنلناكامو

يزجنسواهنمهتؤنةرخلآاباوثدرينمواهنمهتؤنايندلا

املاونهوامفريثكنويبرهعملتاقيبننمنيأكو.نيركاشلا

بحيللهاواوناكتساامواوفعضاموللهاليبسيفمهباصأ

انبونذانلرفغاانبراولاقنألاإمهلوقناكامو.نيرباصلا

.نيرفاكلاموقلاىلعانرصناوانمادقأتبثوانرمأيفانفارسإو

.نينسحملابحيللهاوةرخلآاباوثنسحوايندلاباوثللهامهاتآف

لمشياذام

؟ناسحلإا

؟نونسحملامهنم
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Resplitting the training/development splits
After concatenating the training and development splits:
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Difficulty of generalization for different datasets

Dataset Characteristics Generalization
D(1)in+leakage Repeated passage and repeated answer Memorize the answer for this

passage

D(4)ood+easy Unique passage and repeated question Possibly answer is similar to these
of the repeated question

(possibility of memorization)
D(3)ood+hard Unique passage and unique question Unseen questions that can test

the true generalization of the
model

D(2)in+no leakage Repeated passage and unique question If the model memorizes an answer
for the passage then it will fail

badly for such questions
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New data splits

I Random split for D(2)in+no leakage , D(4)ood+easy .
I Keep only one instance from triples having repeated passage-answer within D(1)in+leakage .
I Use D(3)ood+hard as development set only.
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Results of fine-tuning models
Dataset pRR scores on the development splits
D(1)in+leakage ≈ 0.8
D(4)ood+easy ≈ 0.5
D(3)ood+hard ≈ 0.4
D(2)in+no leakage ≈ [0.3,0.4]
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Comparison of results to the official ones

Stability of the models under different random seeds:

Model name Official pRR score on pRR score on
the hidden test set the D(3)ood+hard Dev split

Vanilla + CAseed=1 0.3801 0.4073
Vanilla + CAseed=3 0.4004 0.4083
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Reflections and going further

I Trying to minimize leakage between training and development splits might be better for
fairly comparing models.

I Using models pretrained on MSA is crucial for questions such as صقنىلانآرقلاراشأله

؟تاعفترملايفنيجسكلأا .
I If the way further is creating a larger dataset that covers more topics and/or question

types:
I Try to have more than one non-trivial question for each unique passage

(easier said than done).
I Avoid questions that can have multiple interpretations (e.g.:“ ؟صخشلامدملاسلإالحيىتم ”).
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